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ABSTRACT

This paper is a report on a continuing effort to develop a physical-numerical
model suitable for use in predicting large-scale fields of low cloudiness.

The need to incorporate, within such a model, those physical processes which
are characteristic of the atmospheric boundary layer has been noted in several
recent studies. That the inclusion of such processes be effected without imposing
a requirement for non—standard, observa't'ional data has been adopted as a restriction
in. the design of the prediction model. A further design specification is that the
model will be used in conjunction with a fine-mesh, free-air prediction model.

This specification relieves us from the need to consider the prediction of dynamical
developments within the bulk of the atmosphere. ‘ |

Included in this baper are a derivation of a. basic prediction model and the
results of a test series of 12-hr forecasts made with various versions of the model
using synoptic data for the peribd: 127, 6 Feb.—00Z, 7 Feb. 1964. The tests were
designed to assess the characteristics of the model and to indicate ‘areas in which
more study is required.

The model tested differs broadly from previous boundary layer models in its
use of all three space dimensions, a horizontal space mesh of 150 km, and a time
step of 15 min. The model incorporates the computation of: eddy fluxes of heat
and vapor, the transport of heat, vapor, etc. by ageostrophic horizontal winds, the
influence of terrain- and friction-induced vertical motion, and the heat and mass

exchanges involved in water-substance phase c-hanges.
REVIEW AND APPROVAL

Publication of this technical documentary report does not constitute Air Force
approval of the report’s findings or conclusions. It is published only for the exchange

and stimulation of ideas.

Robert L. Houghte
Lt. Colonel, USAF
Acting System Program Director
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INTRODUCTION

This report documents the status of our effort to develop a physical

model which is to be used in the prediction of large-scale fields of low cloudi-
ness. A previous report [1] points out the apparent significance of those physical
processes associated with the structure of the atmospheric boundary layer for
low-cloud prediction. Our initial assessment of the feasibility of incorporating
these processes in a physical-prediction model has been discussed previously
[17]. This paper reports on the base-prediction model which has been developed
and presents the results of a series of tests of this model made with data from

one synoptic situation.

It should be differentiated from the sub-synoptic scale boundary-layer
models discussed in subsection 2. The model presented here has been designed
to be used in conjunction with a free-air prediction model developed by Air
Weather Service,1 and for use with routine meteorological observations. Our
model is still in the formative stage and further modification and testing are
planned during the coming year. The experimental results reported here are
incompletely documented because they are intended to indicate only the general

characteristics of the model and areas in which further work is needed.

.

lWe refer to the fine-mesh model under development by Maj. J. Howcroft,
1210th Weather Squadron, Suitland, Md.




II

PREVIOUS WORK

1. Cloud Prediction Techniques

Other tasks involved in cloud prediction or specification under Project 1
of the 433L Meteorological Technique Program have employed an empirical
approach to the problem of low-cloud prediction. Numerical-analysis tech-
niques, based on synoptic reasoning, have been used to relate the occurrence,
ém(')unt, ‘and height of cloudiness to a large number 6f meteorological quantities.
A relatively recent summary of this work has been reported by 'Cboley, et al. .
[6].

Another approach to the problem is based on the numerical integration of

simplified conservation equations for atmospheric humidity variables. This

approach makes use of air trajectories computed from the wind components

which are forecasted by large-scale, free-atmosphere, dynamical models

[1, 22, 24].

" Yet another approach is that spelled out by Smagorinsky [37] in which an
internally cons_istent, free air, dynamical prediction model which includes. the
condensation process is employed to predict the entire behavior of a model
atmosphere. This approach was initiated by Smagorinsky and Collins {38] some
ten years ago. The methods discussed above have been developed largely
because it did not prove profitable to employ the full dynamical approach in

routine forecasting operations.

All three techniques discussed above have a common weakness — their
use'of data at only the standard pressure levels. It can be seen from even a
cursory examination of atmospheric soundings that such data’are insufficient
to describe the distribution of humidity in ;che atmosphere. Further, the use
in these techniques of geostrophic or balanced wind fields to compute the low
level transport of atmospheric humidity cannot be regarded as sound. These

factors, together with the neglect of other boundary-layer processes, may in

" part explain the relative lack of success of these techniques in the prediction

of low cloudiness .
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2. Boundary-layer Models

Fisher [14] and Estoque [12], in continuation of some initial work by
Pearce [31], approached the problem of numerical prediction of the local, sea-
breeze circulation. Their treatment of this phenomenon led naturally to rudi-
mentary modeling of certain boundary layer processes. Subsequently, they
embarked on studies [13, 15] of boundary-layer processes without the complica-
tion of local circulations in the wind field.

More recently, Pandolfo [30, 31] has undertaken the formulation of a
boundary-layer prediction model for use in predicting short-period changes
in cloudiness, visibility, and wind velocity. His model is intended for use with
data from specially designed observation networks.

In the work of Estoque, Fisher, and Pandolfo, it has been assumed that
the boundary-layer processes are confined to the region within some two
kilometers of the ground. The dependence of the boundary-layer phenomena
upon developments in the free air above that level is accounted for by ascribing
the task of providing upper-boundary conditions for the boundary-layer model
to an independent, free-air prediction model.

Additionally, Estoque and Pandolfo employ the hypothesis that through a
shallow layer in proximity with the ground, the eddy fluxes of momentum, heat,
and vapor are constant with respect to height. This constant-flux hypothesis

is discussed in the book by Lumley and Panofsky [25].

3. Approach Used in Modeling

The low-cloud forecasting problem being studied in this work involves
regarding clouds as susceptible to adequate specification if the humidity and
temperature fields are provided on a horizontal grid-point network with char-
acteristic spacing of 150 km. This horizontal-length scale and the characteristic,
forecast-time interval of one-half day differentiate our formulation of the problem
from that undertaken in the work discussed in Subsection 2. We do model the

vertical structure of the lower atmosphere in the fashion of Estoque and Pandolfo.




This is done to permit adequate vertical resolution for ‘the computation of the
boundary-layer process’of eddy diffusion. Such emphasis on boundary—laye}

processes has not been given in the other techniques discussed in subsection 1.

Our mddel has been designed to require only routine observational data for
its implementation. Because of this design requirement, we did not choose to
attempt the integration of the time-dependent, horizontal-momentum equation.
The horizontal-wind components are computed from the diagnosﬁc equations,
which result if one assumes an instantaneous adjustment of the wind to’create

a balance among the pressure gradient, Coriolis, and frictional forces.

Coﬂsequent upon this scheme for computing the wind field is our use of
empirical relationships between the geostrophic wind and the friction veibcity.
Additionally, it was necessary to use simple formulations for the distribution of

2
the mixing coefficient throughout the transition layer.

The large-scale character of the model has also required our omission
of the interface energy balance technique [13] for computing the surface
temperature. We propose instead to employ an empirical approach to the

specification of this boundary value.

9 -
The boundary layer is divided into a layer of constant flux (contact layer) and
a transition layer. . '
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TRANSITION-LAYER PREDICTION EQUATIONS

4. Introduction

The coordinate system used for expressing the model’s governing equations
is a modification of the quasi-Cartesian system [19]. Because the pertinent
physical boundary is the surface of the ground or ocean, and not a fictitious mean
sea le;vel we choose as the vertical coordinate a parameter, z, which takes on the
value zero at the ground level. Thus, if £, with value zero at mean sea level,
is the customary vertical coordinate of the quasi-Cartesian system and if E(x, y)
is a function giving the elevation of the ground above mean sea level at a point-

with horizontal coordinates, (x,y), then z is given in terms of £ and E by
z = ¢ - EX,y). (I1I-1)

A detailed derivation of the form of the various differential operators in the
modified coordinate system is given in Appendix I (note the difference in the
definition of E).

In accordance with the assumptions regarding the structure of the boundary
layer outlined earlier, the top and bottom of the transition layer are the coordinate
surfaces,

z = H(2km) and z = h(50m), (I11-2)

respectively. In the formulation of the prediction equations, we will call for the
specification of boundary conditions on these coordinate surfaces. In the case
of the upper surface, the boundary conditions will be taken as prescribed bsr
means of predictions made with an independent, free air model. This is a |
temporary solution to the ultimate problem of designing an internally consistent,
physical model for the entire troposphere. The required lower boundary condi-
tions will be obtained through the use of the equations applicable to the contact
layer.

Additional boundary conditions will be required on the open lateral boundaries
of the region to which the model is applied. These conditions require specifica-

tion of the horizontal advection of the various quantities into the region. This
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information cannot be given in realistic applications of the model to synoptic
data; thus, one is forced to provide some approximation for these quantities
and to accept the inward propagation of error. The propagation speed of such
errors will be the speed of the local wind, and the errors will not rapidly cor-
rupt_fhe forecasts in the interior of a sufficiently large region.

The wind veloéity and mixing coefficients appear in the equations derived
below. Thés'e quantities will be determined through a series of relations which
afe both theoretical and empirical. They will not be governed by simple pre-

diction equations.

5. Wind Specification

The horizontal wind components, u and v, are taken to be the solutions of

the following simplified equations of motion:-

2
¢ .
i—‘; = kv (L-32)
dz :
2
9_; - I_f< @ - u), | (I1I-3b)
dz : :

where f is the coriolis parameter and K is the momentum mixing coefficient
which is assumed to be independent of z. The geostrophic wind components,

u"g and Vg’ are assumed to be linear functions. of height,

g =gn - Eon H 0 (IlI-4a)
g g H g g ' _

H (H- . '
v =V _ - {H - z) (vH - VO), (I11-4b)
g B H g g

H
where ug and vl-gI are the geostrophic wind components at z = H, and ug and v0

are the geostrophic wind components at z = 0.

The solution of Egs. I1I-3a and 3b is Specified by requiring that

u— ug as z — © _ (11-5a)

v — Vg as oz - o ' - (III-5b)
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and that

o
1

Uix,y,t) = U at z = h, (ITI-6a)

\Y at z = h. (II1-6Db)

i

- v=VEyt

One may verify that the appropriate solution to the given system is

. _ SR : : h , )
w0 M v - u;’)cos [z - W] + (V- v) sin [a(z - b))
(111-7a)
and
V=Vt R {(v - vg) cos [@(z - h)] - (U - ug') sin [@ (z - h)]}
" (III-7h)
h h . .
where u_ and Vg are the va.lues of U'g and Vg atz = h, and @ is given by
¢ 1/2 '
a = [éﬁl (III-8)

The boundary cohditions at z = h are prescribed through the appropfiate

" contact layer formulas given later. If one were to take ug and vg as constants, '
- and U = V = 0atz = h = 0, the solution would reduce to an Ekman spiral. The
simple linear dependence of the geostrophic wind upon height allows the super-
position of a thermal shear upon the spiral. The specification of boundary
conditions, U and V, at z = h, imposes a more realistic shear between the ground
and z = h than would result from an Ekman spiral solution. This may be attributed
to the marked variation of the mixing coefficient with height in the contact layer.
The value of the mixing coefficient used in evaluating the wind components varies
with horizontal position and time, in accordance with the formulas subsequently
derived for the contact laver.

The vertical wind in the transition layer has been divided into two components
in accordance with the structure of the coordinate system being employéd (see
Appendix I). A frictionally-induced component is obtained from mass continuity
considerations if we neglect the individual change in particle density (a reasonable
- 'approximati.on (21]) in the continuity equation.

This wind component is assumed to vanish at z = h and is, therefore, given




- by the relation

Lo, . (I11-9)

T T iex oyl

5o N

where u and v are the horizontal wind components derived earlier. Although the
horizontal winds are distributed in a more complex fashion than that given by an
Ekmén spiral soiution, one may still qualitatively associate upward currents
with low pressure centers and downward flow with high pressure centers.

The second component. of the vertical-wind velocity is related to the varia-
tion of the ground elevation from mean sea level. We define the terrain-induced
velocity, W, aé,

W - w8
ox oy’

(ITI-10)
where u and v are functions of x,y, z, and t, which are given by Egs. III-7a and 7b.
This velocity will vary with height due to the height dependence of u and v.
Because of the coordinate system being employed, this component of the wind
~will appear explicitly only in the thermodynamic energy equation, in which it is

associated with adiabatic temperature changes.

6. The Specification of Mixing Coefficients

By definition, the transition layer is a region in which the direct influence -
of the ground on atmospheric properties gradually diminishes. This layer can
be taken to be of fixed depth only with respect to certain scales of atmospheric
phenomena. .We regard the large-scale, vertical eddy exchange as being pre-
dominantly confined to a comparatively thin layer above the ground. _
The influence of vertical eddy exchange may be expressed in a prediction

equation through a term of the form,

9 .90 '
oz (K 5,) o (II1-11)

where © represents an arbitrary atmospheric property, and K is the mixing
coefficient appropriate to that property. The product of K and the derivative of
'O represents the eddy flux of the property.

This term may be expanded by carrying out the indicated differentiation:

2 ' ..
8 09 _ 9K8O 230 - -
E)z( 9z’ oz oz * Kaz ' (II1-12)

2
8
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- The second term on the right hand side of this equation is of a form encountered

in the molecular theory of heat transfer. The action pf K in this term is restricted
to reducing (increasing) local maxima (minima) in the vertical distribution of © at
a rate dependent upon the magnitude of K. In the first term on the right hand

side of Eq. III-12, we see a form suggestive of that associated with convective
tranéfer of the property © by non-eddy vertical air currents. Suppose, for
concreteness, that O is a property which increases with z. Then, if 8K/8z is
negative, this term will cor;tribute to a local decrease in © in the same way as
would an .up\vard wind current.

If one reflects on the mixing-length concept of turbulent exchange [20], it
seems reasonable to anticipate that the coefficient K would tend toward a limiting
value with increasing distance from the ground. The size of this value is expected
to depend upon the two factors, intensity of tﬁe turbulent motion induced at the
ground, and the distribution of the property being transferred. Additionally, the
possibility of the atm‘bspheric static-stability structure being such as to inhibit
the vertical extent of ground-produced eddy motion can be expected to influence
the vertical distribution of K.

We do not possess an adequate theory for prescribing the precise behavior
of the mixing coefficient in the transition layer. Nonetheless, we have attempted
a formulation of its variation based on the ideas outlined above.

To begin with, a basic value of the coefficient is prescribed at the base of
the transition layer in accordance with the value derived from the contact-layer
formulas. This value gives an estimate of the intensity of the mixing process
active in the contact layer, and has been used to specify in two ways the coefficient,
K, throughout the remainder of the transition layer.

First, it was assumed that this value remains unchanged. It is this assumption
that was used in the simplified equations of horizontal motion. The second assump-
tion allowed for a linear decrease of this coefficient with height to a fesidual value
of 103 cgs unité at the top of the transition layer. In order to allow for the influence
of atmospheric stability, we introduced a weak dependence upon thermal stability
from 500 m above the ground to the top of the transition layer. The restriction '

to elevations above 500 m was prompted by the results of some initial experiments.




Using idealized data with a two-component, sinusoidal, diurnal ground—tempér-
ature wave, and permitting the stability dependence to extend down to the base
of the transition layer' resulted in considerable distortion of the diurnal tempera-
ture wave. This second assumption on the mixing coefficient was not.introduced
into the horizontal wind computation because of the difficulty and computation
time involved in computing a numerical solution of the governing equations.
Denoting the value of the mixing coefficient at the top of the contact layer
by K, the second assumption on the distribution of K may be expressed as,

3

K . 10° + K [(H - z)/(H - h)], h =z < 500 m, (II1-13a)

K =10 + K [(H - z)/(H - h)] (0.88 - 0.20 - 10+ 91), 500m < z = H.

oz )
(I11-13b)

' 6
We also imposed an upper limit of 10 cgs units on the value of K.

7. The heat Transfer Equation

If the only diabatic energy source is the convergence of the vertical-eddy
heat flux, the first law of thermodynamics and the equation of the state for an

ideal gas may be combined to yield the equation,

= - - vV - , 111-14
u A w H ozl - ( )

at ax oy  Voz 'z

.90 8 _ 20 ae_i(@

where O is the potential temperature and KH is the mixing coefficient for sensible
heat. The potential temperature is related to the temperature, T, and the pres-

sure, p, through the expression:
p | '
© =T (P) , . " (ITI-15)

where P is a standard pressure and K is the ratio-of the gas constant for dry air,
R, to the specific heat at constant pressure for dry air, cp. The hydrostatic

equation,

9 _ _ 8p '

9z RT’ - | (II-16)
where g is the acceleration of gravity, may be used to rewrite Eq. III-14 as

ar _ kT dp 8|, BT _g]+_g_ X [£+£]
H

f
dt p dt oz ll' H oz c c T oz c (II1-17)
. ' p P p

10
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The first term on the right can be approximated {see Appendix I) by the relation,

. KT
AT dp o KTy gy Bl By 4w, (II-18)
- c
P
The last term on the right of Eq. 11I-17 is negligibly small except in cases of
extreme instability, which we will not expect to ehcounter in application of the

model. By introducing these approximations, Eq. 1II-17 may be put into the

o form,
s eT _ _ e et eT g B g, 8 8T g d.)
ot ax oy 9z ¢ c oz H oz c dt " |w
P p p
(1I1-19)

In addition to the diabatic influence of the eddy heat flux, we have incorporated
into Eq. 11I-19 a term, (dT/di)w, representing the heat exchange associated
with water substance phase changes. The procedure for computing this diabatic

effect is discussed in Subsection 9.

8. Water Substance Prediction

We will consider water to be present in the atmosphere in two phases:
liquid and vapor. The ratio of the mass density of water vapor to the total mass -
density of moist air (vapor, dry air, and liquid water) is defined as tbe specific
humidity and denoted by the letter, q. We will similarly define a quantity, r, as
the ratio of the mass densi.ty of water substance (vapor plus liquid) to the total
mass density of moist air. This quantity will be referred to as the specific
‘moisture. .

. If we imagine a parcel of moist air to move in space, then the speciffic
moi‘stu.re will be invariant following such a movement under the following
conditions:

(2) no molecular or eddy diffusion occurs, and

(b) no precipitation enters or leaves the parcel.

The water may change phase during the motion of the parcel, but the total

moisture will be invariant. Thus, the equation governing r may be written

ar_y. (I1-19)

dt
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~ derivatives and the introduction of the eddy exchange mechanisms,

j
f

The specific humidity of the parcel may, of course, change under these
conditions in response to'water-phase variations. If we denote the depletion
rate of water vapor in response to condensation by, (dg/dt) c e may'write the

following equation for specific humidity:

% _ . (iq (I11-20) .

dat -~ | dat

C

Because the atmosbheric motion is turbulent, eddy diffusion of water sub- ")
stance will occur. It will be assumed that the eddy mixing coefficients for both o L
vapor and liquid are equal and that the liquid and vapor follow the air motion

[27]. Equations III-19 and III-20 then become, upon expansion of the particle

oq _ _ 84 8q _ bq B[  2a]_ ldg ot

ot - " Vex Yoy " Vor "o | wez T |at), (ti-21)
and _

ar __ ar  ar  _ar g] o

at - " “ox Yoy " Vaz T oz | ®woez|- - (i-22)

The coefficients KW in Egs. III-21 and 22, and KH in Eq. III-19 are com-
puted from Egs. III-13a and 13b. This procedure is followed because of its
simplicity and the unavailability of any theoretically sound alternative within

the framework of this model.

9. Computation of Water Phase Changes and Diabatic Heating

The equation governing specific humidity contains a term, (dg/ dt)c, which
represents the source or sink of water vapor associated with phase changes in
the water content of the air parcel. Similarly, the heat release associated with
these phase changes appears in the thermodynamic energy equation as the diabatic
source term (dT/ dt)w. In order to compute these two terms, we must introduce
approximating assumptions. The scheme employed is based on the method used
by Fisher [15] and modified by McDonald [27].

If the parameters, q, r, and T, and the other model variables are known

at a given time, the equations gdverning q, T, and T, ‘omitting'the source terms

12
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(dq./dt)c and (dT/ dt)w, may be used to obtain a first approximation of the values

qo, r-o, and T0 at the next time step. The saturation value of specific humidity

at a given point can be regarded as a function of the temperature alone if the
pressure dependence is appropriately approximated. Thus, with the value TO

we may associate a saturation value of specific humidity, q(s). An analysis of

the felative valués of the four quantities - qo, rO, T and q(s) — must i)e made

to decide if the values should be adjusted to account for the occurrence of phase
changes and associated dia-batic temperature changes. Before discussing the logic =
of the adjustment procedure, we first derive thé equations for evaluating the
approximate \./alue of the adjustment.

For a change of water between the liquid and vapor i)hases, the Clausius-

Clapeyron equation may be written to good approximation [33] as
2 .
d(In es) = me d(T)/(R*T"), (II1-23)

where e, is the saturation pressufe of the water vapor in equilibrium with a
plane water surface df a temperature of T degx_‘ees abslolute, m is the moleculgr
weight of water vapor (18), L is the latent heat of vaporization (cal gm—l), and R*
is the universal gas constant (1.986 cal deg—]'). The latent heat, L, is a function '
of the vapor temperature. This equation may be used to déri_ve an approximate. |
relationship between the saturation specific humidity, qs, and the temperatgre.

The value of qs is closely given by

8

e

W S ’ :

= — — : . . -2

9% " m p’ . (III-24)
d .

where m 4 18 the molecular weight (- 29) of the gas mixture referred to as

“pure dry air”, and p is the partial pressure of this mixture in the parcel. It

follows from Egqs. III-23 and 24 that
d(ne)=d(nq) + dnp) = m L d(T)/ ®R*T), . (III-25)

which, for normal atmospheric conditions may be written to good approximation

as

' mw qu

. dqs = ——T dT .- o : : (I11-286)
R*T :




- Equation III-26 is one of the two equations which will be employed in the satura-
tion adjustment computation. .

For an adiabatic-isobaric, water phase change (Hquid -— vapor) in a moist
air parcel, the first law of thermodynamics.may be written in approximate fofm .
as

¢ dT = -Ldq, . (I11-27)

where cp is the specifié heat at constant pressure of dry air and L is the latent
heat of vaporization. This is the sécond of the two equations which are required
for the computatibn of the saturation adjustment.

We may now indicate the computational form of these two equations. - Recalli.ng.
that a supersdript, 0, implies that the symbol stands for the first approximation
to the value of the parameter- (obtained as outlined earlier), and using an unscripted
symbol to stand for the value of the parameter after the saturation adjustment-

has been applied to it, we may write Eq. III-26 as

0
aq
0
q-a0 = —% (T - 19 (I11-28)
(T)
and Eq. III-27 as
0 0 |
b(T-T)=-1@-q), (I11-29)

whefe a and b are the quantities (mwf%" and -(Cp/ L) respectively.

Equation III-28 may be regarded as a straight-line, tangent approximation
at the point (q(s), TO) to the curve representing the solution of the Clausius-
Clapeyron equation in a (q, T) plane. The parameters a and b will be taken to
be constants; consequently, Eq. III-29 is a linear approximation to the general
curvilinear solution to Eq. III-27.

One may now regard Eqs. III-27 and 28 as a pair of simultaneous }inear .-

equaﬁons in the two unknowns, T and q. Using Eq. III-29 jn Eq. III-28, one may

obtain,
- ¢
0 ) .
T="T + —O——S . (I1-30)
—D—zaqs + b |
(T%)
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q - qo
q-= qo e (II1-31)

0
aqs

+ b
02
(T)

The parameters a and b have the values

a = 5.393 X 10° (deg), (II1-32)

b

4 . -1 .
4,017 X 10 (deg |). . (I11-33)

The logic for applying the adjustment Eqs. III-30 and 31 will now be presented

using the symbols

0 0.2
q - qs)T0 ' .
c_ = (I11-34)
0 02
aq_ +bT".

and

cq =-D Cr- (III-35)

0 0
The first step is to compare q and qg . If qO is equal to qs , ho adjustment

is reqliired and one simply writes

T =1
0 .
a=q (III-36)

If q'o is greater than.q(s), condensation should take place and an examination of the

availability of water vapor must be included. If qO is greater than l_cql, one

writes
q = qo +c
q _
T = 0 . Cr (I11-37)

15




" Note in this case that cq < 0 and cT > 0, and that {c | refers to the absolute

value of cq. if however, "{cq% is greater than or equal to qO, one writes the

adjusted values as

r=r . ' (LII-38) -
T=1"+ (qO/b)_.

The alternative which leads to‘Eq. III-38 is not likely to occur, as it
implies the complete condensation of all the vapor in the air. We include it'
here for logical completeness alone. _

Finally, if qO is less than qg, one may expect evaporation of the liquid water
in the air parcel. If (rO - qO) is zero (or negative for programming purposes)
there is no liquid water in the air parcel and consequently no saturation adjusf— .
ment is called for. One simply writes Eq. III-36 again. But if (rO - qO) is

positive, there is liquid water available for evaporation. (Note that in this case

: . . 0
cq > 0 and cp < 0). One must then inquire if cq is greater than (r - qO);

if it is not, one writes

0
T=T + CT
0 (I11-39)
= + C
q=q q )
0

r =r

but if it is greater, then one can only permit the evaporation of the liquid water

which is available. Consequently, the adjustment equations are

0 ' . (I11-40)
r =r .
T=1"" (ro - qO)/b.

The examination of these alternatives exhausts the possible situations and
leads finally to the specification. of values of temperature and specific humidity -

that have been appropriately modified for the possibility of water phase changes.

16
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~ As a final point in this section, we indicate the formula used to evaluate
qg from TO. In order to avoid the necessity for integrating the hydrostatic
equation for the sole purpose of evaluating this relationship, we have assumed
that the pressure at a point is an invariant function of the elevation of that
point above mean sea level. Using the ICAO standard atmosphere, we found

that this dependence could be written to good approximation as,

p(x,y,z) = {1013 - 1.065 X 102 @ + E (x,y)} [mb], (II-41)

in where z is the elevation in cm of the point above the ground and E is the
elevation in cm of the ground abdve mean sea level. Then, using Tetens approxi-
mating formula for saturation vapor pressure quoted in [20], and Eq. III-24, we
obtained the formula, | '

-3 J [0
0 3.8 X 10 17.95 [T 273

q_ = exp - 0
1 T - 35.7

[1.013 - 1.065 X 10—6(z + E)]
(I11-42)

10. Cloud Specification

The prediction equations derived above provide the basis for forecasting

the distribution of the relative humidity and liquid water content of the air.
Although one might wish to assign to these predicted quantities a unique inter-
pretation in terms of cloud 6ccurrence, sucha procedure is not apt to give very
accurate results. |

| In view of the experience obtained in large-scale dynamical and statistical -
cloud prediction studies [1, 6, 37} it seems likely that superior results will"be
obtained by developing a probabilistic interpretation of the forecast parameters
in terms of cloud occurrence. In Smagorinsky’s paper, the problem of specifying
a cloud amount—relative humidity relationship is discussed. The results of a
limited study indicate that a linear relation between these parameters could
explain a significant proportion of the observations. For low clouds, cloud amount

in tenths, denoted by c, was related to the ratio of q to dq by the linear expression,

c = 3.25 (q/qs) - 1.95, (q/qs) = .6. | (II1-43)
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The problem of specifying this relationship occurs not only in the interpfetation
of forecasts, but also in the analysis of the initial data. Continuing research
into these analyses and forecast-interpretation problems will eventually lead

to an adequate solution, but an account of these efforts is beyond the scope of
this _pap”er. We have employed techniques which are in general agreement with
Eq. II-43 in discussing forecasts made with this model and in performing the

analysis of initial data for these forecasts.

11. Radiative-heat Flux and Precipitation

Two significant physical processes were omitted in formulafing the
equations governing the atmosphere in the transition layer. It is a prior‘i
desirable to incorporate a treatment of radiative-heat transfer and precipitation
into a physical model of the atmospheric boundary layer. The neglect of these
processes within our model is therefore deserving of some comment.

We shall restrict our discussion in this section to the radiative-heat
transfer in the transition layer. The topic will be discussed separately as it
~ affects our treatment of the contact-layer equations.

The boundary-layer models developed by Estoque [11] and Pandolfo, Cooley,
and Atwater [32] incorporate procedures for computing the convergence of the
infrared radiative flux. Neither model has as yet been tested on a case in
which clouds were present within the boundary layer. The basic treatment of the
radiation process follows the work of Elsasser [10,11]. In Estoque’s model, a
numerical procedurt_a devéloped by Brooks [4] and adapted by Elliott and Stevené
[9]'is used. In Pandolfo’s model, the Elsasser tables [11] are stored in the
computer, and the flux computed by a numerical integration analogue of the area-
measuring graphical technique.

It must be emphasized that both of these sub-synoptic sc'ale models are
oriented toward single-station forecasting. This permits the inclusion of the
rather lengthy computations required for the radiation calculation to be carried
out without exceeding the high-speed storagé capacity of an IBM 7090. The
synoptic scale model presented in this document would have to carry out such

computationé through the use of slower access storage.
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The computation of the infrared, radiative-flux convergence within the
boundary layer is not independent of the distribution of water vapor, tempera-
ture, and cloudiness in the free air. For short-period, single-station forecasts,
relatively accurate estimates of these free air distributions are obtained by
assuming that the initially observed state does not vary appreciably dﬁring the
forecast interval.. This assumption would not be very appropriate in a synoptic
scale prediction scheme. Moreover, presently available numerical prediction
models for the free air, in tI;eir current form, do not provide predictions of the
required barameters. .

In summafy, we can point to the availability of procedures for computing
the influence of the infrared radiative flux which present no formal obstacle for
incorporation in our model. On the other hand, the unavailability of certain
required data and the existence of computational limitations put an adequate treat-
ment of this process beyond our scope at present '

With reference to the precipitation process, and more explicitly, with regard
to the evaporation of precipitation falling into the boundary layer from above, we
again are handicapped by the absence of suitable predictions from free air models.
Studies by Noguchi [29], Caplan [5]) and Syono and Takeda [40] might be worked into
a suitable basis for modeling this phenomena if large-scale precipitation rates
were provided by a free-air model. In conclusion, we point out the potential for
improving our current treatment of the physics of the transition layer. These
~ improvements may be achieved if a suitable (i.e. moist) free-air, prediction model

is developed.
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THE CONTACT-LAYER EQUATIONS

12. Introduction

The; transitipn—layer equationé require for their solution the specification
of the heat and moisture flux at the lower boundary of the transition layer. Also
required at that le\}el are the horizontal wind components and the mixing coeffi-
cients. These conditions are provided in this model by means of a series of
relations which are derived from a number of,as'sumptions regarding the structure
of the air layer in close proximity to the ground. This layer is referred to in this
document as the contact layer, It corresponds to Lumley and Panofsky’s surface-
boundary layer [25], and Esto(iue’s constant-flux layer [13].. There are two cogent
reasons for introducing this layer into'a synoptic-scale, boundary-layer model.

First, from the computational viewpoint, the accurate use of linear inter-
polation in 'approximati.ng derivatives requires that the parameter being differ-
.entiated be distributed almost linearly between information levels. Near the
ground, atmospheric variables tend fo be non-linearly distributed with height3.
;I‘hus, if the prediction equations derived in Section III were to be applied down
to the ground, considerations of numerical accuracy would require the use of a
largé number of information levels in this region, e.g., Fisher and Caplan [15]
applied their prediction equations (which are similar to those in Section III within
the contact layer, and this required using a vertical grid-mesh length as small as
2 m,l and concentrating within the lowest 100 m, twelve of the total of twenty{three
grid points used to cover the full depth of 1078 m. Such a diéposition of informa-
tion levels is disproportiopate for use in the study of synoptic—scalé,.boundary—
layer'processes. When the contact-layer hypotheses are introduced [13, 30], one
may employ the consequent saving in information levels to achieve greater refine-

ment within the transition layer or in a variety of other ways. In our case, this

3 :
For example, consider the validity of the logarithmic wind profile in a neutrally
stratified boundary layer.
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‘saving has been used to study the boundary-layer in three space dimensions.

The second reason for introducing the contact layer into the model involves
physical considerations. The principal objective sought in application of the
model derived here is improvéd accuracy in the prediction of large—scale, low-
cloudiness. We anticipated the likelihood that turbulent heat and vapor exchange
between the air aﬁd ground would play ‘a part in achieving this goal. However,
it was considered unnecessary to achieve great accuracy in computing these
quantities. Indeed, if it wer;e true that great accuracy was required, there would
be little hbpe for success in the application of the model. One of the most difficult
aspects of the rﬁicrometeorology of ‘the surface—contac;t layer is in.the specification ‘
of the surface temperature. In a recent study, Elliott [8] raises a question as to
the existence of a unique, ground-air interface temperature. This question, and
others which arise in a detailed study of the interface, are of considerable importance,
but must be considered beyond the scope of our present investigation. Tﬁe contact-
layer hypotheses provide a means for circumventing the requirement for a detailed
prediction in this region of very complex physical interactions, and for obtaining,
at least qualitatively, correct estimates of the quantities needed to solve the

transition-layer equations,

13. The Contact-layer Hypotheses

By analyses such as those given by Lumely and Panofsky [25], one can
demonstrate the rationale for expecting the region near the ground to be character-
ized by a small variation in magnitude of the vertical flux of momentum and heat.
To the extent possible with instruments of limited accuracy, micrometeorological
obsérvations of the eddy flux of heat and momentum suppért these analyses.

Thus the experimental background is present for the working hypothesis that, within
a thin‘layer of air adjacent to the ground, the eddy flux may be, considered invariant
with respect to height. |

This assumption is a basis for the development of a similarity theory for
the structure of the atmosphere within this layer. Accounts of the derivation of
éuch theories are given in Monin [28], Priestley [34], and Lumley and Panofsky
[25]. Our‘use‘ of the results of these theoretical investigations centers in the

derivation of formulas for evaluating the heat and vapor flux at the upper boundary
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of the contact 1ayer4,‘ We will employ the Richardson’s number as the stability
parameter, and neglect thé’.differe.nce between the mixing coefficients for heat,
momentum, and vapor. ‘

The assumption that the vertical-eddy fluxes of momentum, heat, and vapor

are independent of height in the contact layer permits one to write

9 _. T _ 2 _
K o= p—(u*? , Iv-1)
K[— + ]—i— 8 | Iv-2
[8 Y—Cp—u**, ( )

p

9 _Q _ ' _

K b2~ p U4, (IV-3)

where:

K is the mixing coefficient for mdmentum, heat and vapor (cm2 sec_l),

s is the Horizontal wind speed (cm sec—l),

7 is the eddy shéar stress (gm cm_l sec—z),

pis fhe air density (gm cm_s_),

T is the air temperature (deg),

v is the adiabatic lapse rate of femperature (1°C/100 xh),

H is the eddy heat flux (cal cm_2 sec—l),

cp is the specific heat of a_ir at constant pressurg (0.239 cal gm_l deg_l),
q is the specific humidity,

Q is the eddy vapor flux (gm em” 2 sec_l);

and the quantities u,, 6., and q, are constants with the dimensions of velocity,
temperature, and specific humidity respectively.
The results of similarity theory and numerous empirical studies indicate

that there are two principal regimes which occur in the contact layer. These are

4

A unique upper boundary does not exist. It is our practice to choose 50 m as the
depth of the contact layer which is a value suggested by Lumley and Panofsky
[25]. - : -
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denoted by the names; forced convection, and free convection. In the forced-
convective regime, the energy of the turbulent motions is derived principally
from the kinetic 'energy of the mean flow. In the free-convective regime, the
energy of the turbulence arises principally from the bouyancy forces associated
with the unstable density stratificatibn produced in the layer by surface heating.
For the forcéd~convect'1ve regime, it follows [30] from the work of Monin
and Obukhov that the mixing coefficient may be expressed in terms of the parameters

of the mean flow by

9s

V-
=, (IV-4)

' 2
K = [kz( - 8R,)]

where:
k is von Karman’s Constant,
B is a constant, and

Ri is the Richardson’s number.

The Richardson’s number is a dimensionless ratio between the actions of bouyancy

and inertia and is defined by the relation,

_glar ] | ‘ i
B~ 5oz " 7]/ [Bz] N av-5).

where the ratio g/ is the coefficient of thermal expansion, g is the acceleration'
of gravity, and 6 is a mean temperature of the fluid. The term (1 - BR,I) is the
anaiytic representation (by the first terms of a power-series expansion) of the
universal stability function which is postulated to exist in similarity theory.

In the free—convectivé regime, the mixing' coefficients no longer depend upén
the stress. Again, a combination of similarity theory and numerous empiricall
investigations indicates that, in the free-convective regime, the mixing coefficients
may be expressed as functions of the mean state by the relation

1/2 .
K = }\zz['%- |Z—ZT~ + —Cg— |] . _ . (IV-6)
p
The absolute value signs are used because the existence of the free-convective
régime depends upon the existence of a negative static stability. The coefficient,

A, is found to have a value near 0.9 [34].
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_ Examination of observations (made under conditions with differing
Richardson’s numbers) of the heaf flux indicates that d relatively sharp tra.nsi—
tion between free- and forced-convective regimes occurs about the Richardson-
number value of -.03 [34]. Tﬁe importanée of modeling such a transition lies in
the di_ffer.'.ent values of the heat flux computed by means of the formulas derived
for the alternate regimes. This point will subsequently be elaborated.

If we introduce the value for the forced-convective, K from Eq. IV-4, into

Eqgs. IV-1, 2, and 3, we may write

. - " ) :
Bs u, s kze*f’ _ |
n 't wr A
i %
o, kz6
3T * 1 * .
AR AR A A -
L u,
d, kz6, :
o _ 21y 4 B2 (IV-9)

oz kz g 2

Now consider the integration of these equations. The wind speed, s, should vanish
at z = 0 if the no-slip boundary condition is applied. The irregularity of natural
terrain does not admit of a unique level of no slip and, in accordance with aero-

dynamic practice, a roughness length, z _, has been introduced by micromete-

0 _ o
orologists to account for this fact [39]. The wind speed is then assumed to vanish

at that level. Integration of Eq. IV-7 then yields

Uy
s(z) = T In

PANLY-"S
k z 9

AR av-10)

where .we note that for neutral stratification, 6, is zero and thus, Eq. IV-10 reduces
to the well-known logarithmic wind-profile formula. The linear term in this
expression will produce the typical concavity or convexity of the wind-speed profile
(plotted on a logarithmic height scale) associated with non-neutral thermal
stratification [39].

As pointed out by Lumley and Panofsky [26], the constant-flux hypothesis

as expressed in Eq. IV-8 is of doubtful validity below z = 1 m due to the relatively
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'strong convergence of the radiative flux below that height. Consequently, denoting
the level of the instrument: shelter as z = z, = 1 m, we integrate Eq. (IV-8) using

the boundary condition T = Ti at z = z,. The result is

2
0

* | *
T(z) =T, -y -z)+ T{'ln!ff}+ %g'a—; @ - z) (Iv-11)

For the sake of compatibility with Eq. IV-11, we will specify the boundary condition

for Eq.IV-9 atz = z also. The integration yields

’ q* ' q*e* .
Q(Z') = q(zi) +'-_l?1n(zz_, + %g —1;2— (z - Zi) | - (IV-12)

1

An analogous set 6f pi‘of.ile equations may be derived from the equatidns of
constant flux by use of the free-convective-regimé formula for the mixing coeffi-
cient (Eq. IV-6). The boundary conditions are applied at the same levels as in the
case of forced convection. One finds that the profile equations may be written as

3u, 2 -1/3 |
; -1/3 -1/3 .
5 (Z) = 2/3 1/3 ( g-) {:Z / - ZO / ]1 (IV“13)

(u,16,1]

3u,f ) 1/3 _1/3 _1/3
1/3 -

T@z)=T, -y(z - z,).-
: P C AT i

(IV-14)

o 3u,q 1/3 _1/3 /3
a(z) = q; A2/3[ o, 1/3 %

]. (IV-15)

14. ° The Empirical Formulas

Estoque and Pandolfo, in their previously cited work with bound_ary-layer
prediction models, have employed the contact-layer profile relations derived ab(;ve.
Their use of them differs in an important respect from ours. The difference is
necessitated by our omission of a prediction equation for the horizontal wind in
the.transition la&er. This omiésion results from our conviction that it would have
been inadvisable to.embark on this investigation with a dynamically active model,

especially in view of the well-known inadequacy of eurrent synoptic wind observa-
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tions for specifying the geostrophic deviati‘ons.

The use of the profile formulas in our work will be spelled out in the next
two sections. In this section we will discuss the empirical formulas for the
stress and geostrophic—deviafion' angle which form the basis upon which the
subsequeflt formulation is constructed.

'The empiriéal evidence which is employed here is taken from a paper
presented by Prof. A. K. Blackadar [3] befofe a national meeting of the American
Meteorological Society. This paper deals with the steady-wind distribution in a
neutral, béroclinic boundary layer. In presenting his results, Blackadar used
observational data on the relations between the frictio_n velocity u,, the geostrOphic—.
wind speed, G, the surface Rossby number (G/fz 0) and the angle of deﬁiatio_n
between the surface wind and the surface geostrophic wind. - The sources of these
observational data are identified in his paper.

We found that the following expressions could be used to approximate the

principal characteristics of these relations:

u, = G([0.07625 - 0.006251], (IV-16)
- |
= 0.625r° - 12.750T + 80.625, | av-17)
where .
r = log. (= A | v-18)
glO(fzo)’ | av-18)

u, is the friction velocity, G is the surface geostrophic wind speed, f is the

Coriolis parameter, and z 0 the surface roughnéss. The quantity ¢ is the angle

(in degrees) between the surface wind and the surface geostrophic wind. Blackadar’s

theoretical results indicate that the wind direction does not vary appreciably through

the lowest 50 m, and this is consistent with our use of the constant-flux hypothesis.
These empirical formulas are not dependent upon the stat"w stability of the

air in the contact layer. There is some theoretical evidence quoted in Haltiner and

5In this connection, simply recall the fact that the majority of wind reports are
based on pilot balloon runs followed visually.

26




—— —_— e,
T T IRy R et Rt M S e e e
L - wnyq T

‘Martin [19] that the geostrophic-deviation angle should tend to be greater
in inversion conditions and smaller in lapse conditions. According to
Blackadar’s theoretical results, the baroclinicity of the boundary layer also
accounts for.a tendency toward larger deviation angles when the thermal wind
direction is opposite to the surface geostrophic wind direction and vice versa.
Thus, we note thaf Eq. IV-17 does not fak_e into account two of three relevant
physical factors. However, there seemed to be little point in trying to model
these refinements until some basic evaluations of the model are carried out.
This is esbecially true because the geostrophic wind is not predicted by this
model; it must be obtained from an independent, free-air prediction model.
The friction-velocity computation based on Eq. IV-16 may also require
modification to take into acc’ount the existence of thermal enhancement _
(suppression) of the turbulent exchange in lapse (inversion) conditions. In
some initial idealized exp(;riments, analogous to those quoted earlier, we found
that use of Eq. IV-16 tended to yield as large a negative heat flux values as
positive. This seemed sufficiently unrealistic to require modification of
Eq. IV-16 even in our basic model. We therefore replaced Eq. IV-16 with the

following pair of equations:

u, = 1.2 G [0.07625 - 0.0062571], g—z =0
L 50 (IV-19)
u, = 0.8 G {0.07625 - 0.00625r], — > 0

oz

Repetition of the idealized experiinents supported the use of these form'ulas.
In practical application of a model similar to this one, we will have to recognize
again the importance of having available an accurate prediction of the geostrophic

wind.

15. Eddy-flux Evaluation

The technique employed in the computation of the eddy fluxes of heat and
vapor at the interface (z = h) of the transition and contact layers will be explained

in this section. The transition-layer prediction equations are applied at the level
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z = h to obtain values of temperature and specific humidity at this 1eve16.
These quantities, together ‘with the time-dependent boundary conditions at

z =z, are used in the profile formulas to transform them to equations in the
quantities 6, and q,. The emp.irical calculation of u, permits us to consider it
as a knoWh quantity in the profile equations for temperature and vapor.

The equatioﬁs for the fluxes will be evaluated for the forced-convective
regime. We will show that these formulas fail when the value of Richardson’s
number is nearly equal to the critical Richardson’s number discussed by
Priestly [34]. A transition to the free-convective formulas is then indicated,"
and, therefore, the flux formulas for free convection are derived. We conclude
this section with a summary of the computétional formulas.

We denote the values of femperatur'e and specific humidity predicted at
the level z = h by the subscripted quantities, Th and Q0 respectively. Consider
first Eq. IV-11, the equation for the temperature profile in forced convection.

If it is evaluated at z = h, the equation becomes a quadratic in 6,. The two roots
of this equation are readily obtained. Upon inépection, and realizing that 6

must vanish when the lapse rate is neutral, the appropriate root, or solution, is

found to be
2
. U g ln(h/Zi) /[1
* 28 g kh-2))
'. IV-20)

{1-‘—1@ « Ti—Th-—g‘H lnh/Zi)—Z 1/2

2 "7\ h-2 C Ikt - Z))

u, p

Consideration of Eq. IV-11 evaluated at z = h shows that it is readily evaluated

for q,. The result is
(nb/z go, . -1
A = (q - qi)| rt u 5 5-(h - Z.l)] . (IV-21)
* .

6We do not believe that any real problem arises from the dual character of the level
z = h in our use of both contact- and transition-layer formulas at this level.
Estoque [13] uses a device to circumvent this question, but the quantitative cal-
“culations are sensibly unmodified.
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‘The heat flux and vapor flux within the contact layer in forced convection are
then obtained straight-forwardly by multiplying 6, and q, (computed by the
formulas above) by u, (computed from the empirical formulas). We then note
that Eq. IV-20 yields a complex value of 6, whenever the temperature gradient
satisfies the following inequality; ' '
h - Z, c -
1 p

In h/Z,1 2

) 2 (IV-22)

= e
‘mI*m
03 [

Thus, Eq.'IV-20 can only be applied with a _tempé'rature gradient at least as

stable as the limiting value given by

Woh g _
C
p

u lnh/Zi 2
h -z 43
1

2
* ——— e
48 |k - Z)

0 ||

@IV-23)

At this limiting-temperature distribution, the heat flux, H, computed from the

forced-convective formula is '

= 3

GCpp_u* In h/Zi
g2k (h - Z,l) '

H = - pC u,b, = (IV-24)

In the forced-convective regime, the Richardson’s number can be written

® ) < Bgkz 6, -1
R = —[1 - {1+ — ) ] (v-25)

i 2
! A Gu*

Now, at the limiting-temperature gradient givén in Eq. IV-23, the Richardson’s '
number may be evaluated using Eq. IV-24. The result is

R =21- ‘/1'-Zlnh/zi ™ 1V-26

i B 2k - Zi) - ' ( )

This Richardson’s number may be evéluated for various heights, z, a.nd'values

of the parameter 38 (See Table 'I.)'_,' Accordiﬁg to Priestley [34], the transition

from forced-to free-convection is associated with a Richardson number of -0.03
S T _
or -0.02, measured at:z = 1.5m. Pandolfo [30] (also see Estoque [13]

recommends the use of 8 = 3.0 in the forced~-convective formulas on the basis
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. of his analysis of profiles in inversion conditions.. From Table I we see that
- !

atz = 1.5 m with B = 3, the Richardson’s number associated with the limiting

temperature distribution, Eq. IV-23, agrees with Priestley’s value.

TABLE I
RICHARDSON’S NUMBER
(associated with limiting temperature distribution between 1 and
50 meters for forced-convective heat flux equation) as a
function of the parameter, 3, and the height z(m) at which R, is
measured in a layer of constant-flux of total depth 50 m.

2 z2(m) 5 1.0 1.5 2.0 2.5 3.0
1 || 021 -39 -.063 -.087 -111  -.135
2 || -.010 -.019 -.032 -.044 -.056 -.007
3 || -.007  -.013 -.021 -.029 -.037  -.045
4 || -.005 -.009 -.016 -.022 -.028 -.034
5 || -.004 -.008 -.012 -.017 -.022 -.027

10 || -.002 -.004 -.006 -.009 -.011 -.0l4

Because the forced-convective heat-flux formula fails to supply a useful
result on the lapse side of the limiting temperature distribution, one may there
apply the free convective formulas. It is of some interest to examine the pos-
sibility of enforcing continuity in the heat flux computeéi from the forced-and
free-convective equations at the limiting temperature distribution. In the first
instance, the profile formuia, Eq. IV-14, may be evaluated at z = h and sol_ved'

for the heat flux, H, to give

2/3 1/3 h - Z, T, - T,
g i i
H

A h g
H=—pCu*9*=+pC +
- -1 -
p p}| 3 | L3 z. /3| h -2 cp_
(IV-27)

Now, at the limiting temperature distribution given by Eq. IV-23, the free-

~convective heat flux is given by Eq. IV-27 as
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- = 2 ~3/2
pC Au N SO _ -3/2 (Inh/Z)
H=+ 3/2* %} 273 1/3 — (IV-28)
3”/ < s L4BK" (' - Z,) ]

For continuity in the computed heat flux at the limiting temperatlture distribution,
Eqgs. IV-28 and 24 should be equal. This equality then implies a relationship
between g and A, which after some maﬁipulation may be solved for A to give

\ 4(3)3/2(Zi—1/3 _ ~h—1/3)3/2 h - Zi)1/2 s
A=k 5 B (IV-29)
(In h/Zi) ' '

Again, using Z.1 = 1m, h = 50 m and k = 0.38, we find that

A= 0.85 VB (Iv-30)

Priestley {34] quotes 0.9 as the most likely vélue of A, whereas, accordihg to
Eq. IV-30, we note that for 8 = 1, A = .85; for g = 2, A = 1.2; and for g8 = 3,
A = 1.5. The values g8 = 2 and A = 1.2, although not the precise values indicated
by the experimental evidence, are considered to be sufficiently accurate for our
work. If the heat flux in free convection is computed from Eq. IV-27, it is simple
to evaluate the vapor flux from Eq. IV-15. We will next recapitulate the procedure
for computing the heat and vapor fluxes in the contact layer. |

" The first step is to compute u, from the appropriate formula of the pair
denoted as Eq. IV-19. One may then determine if the free- or forced-convective
formulas are appropriate by evaluating the lef_t— and right-hand sides of Eq. IV-23.

If forced convection is indicated',_ one solves Eq. IV-20 for 9*, and then

solves Eq. IV-21 for q,. The forced-convective fluxes are then compufed fr.om

u,, 6,, and q,.

*,
“If free convection is indicated, the heat flux is computed .from .Eq. 1vV-27,

Knowing u,6_, Eq. IV-15 may be evaluated for the vapor flux.
k% i

16. Formulas for the Horizontal Wind Cbmponents and Mixing Coefficients

In Subsection 13 we presented the following expressions for the mixing
.coefficient in forced and free convection, respectively,

2 s

g (IV-31)

K = [kz(1 - gR)]
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2{g 8T 8 , 1/2
- B, 2= H Iv-32
K = Az le‘i-‘ oz irs .l ( )
: p |
In order to evaluate Eq. IV-31 at z = h, it is convenient to derive the two
relations
- . | .
=~ =kz(l - BR), - ({v=-33)
u, i -
r
- = gg 6—*1—1 -34
(1 ﬁRi) 1+ 7 kz 2; (Iv-34)
|_ Uy |
It follows from these relations that K may be written as
kzu,
Bg 0, . , .
1+ 7 —2'kz
Uy
Consequently, the value of K at z = h under forced convection is given by
. ku,h :
K =Kh) = - (IV-36)
@g 6* .
1+ 7 2 kh .
Uy

The evaluation of Eq. IV-32 requires the introduction of the constant-flux -

relation, .
T .

K [a—z+ —g“]——-u 6 IV-37)

into the equation. Then the value of K atz = h'is

K=Ka@) = [hh2]2/3 {% u, 8, 1}1/3 (IV-38)

The boundary values, U and V, required for computing the horizontal wind
in the transition layer are derived as follows.

In forced convection, Eq. IV-10 yields

u, h 6*
h) = — a BB -7 V-39
s (h) kln(Z0)+u*F( 0) | ( )
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" For free convection Eq. IV-13 yields

2
3u

-1/3
* g -1/3
s (h) = - - (_) [h -z
, | A2/3[u* |e*]]1/3 ] ]

'1/3} (IV-40)

0

- Let the geostrophic wind components at z = h (evaluated from Egs. IlI-4a

and b) be denoted by Ug and Vg' One may then fix the angle

v’

@ =tan t|-E _ ' (IV-41)
g 1 U _ .
_ g
in degrees. Combining (Z)g and the deviation angle, ¥ _computed from Eq. IV-17,
- we have _ _ _
=0 +y, S V-4
g .
and . _
U = s (h) cos @ (IV-43)
V = s (h) sin @.

A}

17. Contact-layer Boundary Conditions

This model has been designed so that for the transition-layer prediction
equations the lower-boundary conditions are derived from .formulas obtained
from the equations valid in the contact layer. The latter set of equations also
réquires the availability of boundary conditions for their evaluation. One set of
these conditions is supplied by requiring continuity in the dependent variables at
the interface between the two layers. There rémains the need to provide a - |
means for computing the temperature and specific humidity at the level of the
instrument shelter, z = z.1 .

. We will consider first the procedure for obtaining the temperature at the
instrument shelter. The primary cause for variations in this femperature is the
variation in the solar radiation received at the ground. Secondary factors involve
terrestrial and atmospheric radiation. All of these factors are iﬁﬂuenced by the
constitution df the atmosphere (clouds, watef vapor, carbon dioxide, etc.) and by
the ground characteristics (albedo, thermal conductivity, etc.). Because of this -

complex interaction, it did not seem realistic to attempt in this model to specify
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deterministically. the temperature at the level of the instrument shelter. One
might achieve adequate accuracy through the use of a combination of sfatistieal
prediction methods Iand physical climatology. This is one of the problems we
plan to study during the coming year. In the experiments reported in this paper
(see Seciion VII), we neglected the change in temperature due to radiation.

In addition to radiation processes, the temperature at the level of the
instrument Shélter may be expected to change in response to the advection
process. . Because the instrument-shelter levellis within the contact layer, we
decided to 6mit advective—temperature changes ~from consideration unless they
were greater than the temperature change which would be produced by a con-
vergence within the contact layer of some 20 percent of the heat flux passing
through the layer. The procedure used in the experiments (see Section VII)
estimated the temperature change due to advection at the top of the contact laYer'
and applied this change to the instrument shelter whenever it exceeded the |
criterion given above.

In determining the specific humidity at the level z = z,, we assumed the
relative humidity was specified a priori. This value, coupled with the scheme
given above for obtaining the temperatire and an assumption that the air pressure
was known at z = z is sufficient for determining the specific humidity ar z = z.
Here again we believe that statistical predictien methods utilizing those pre~
dictors available within the model could provide an improved technique for

prescribing the relative humidity.
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COMPUTA.,'.I‘IONAL FORMULATION OF MODEL

In the preceding sections, the various equations which govern the behavior
of our model of the atmospheric plénetary—boundary layer were formulated. We
now describe the éomputational schem.e by which the model equations are to be
applied to the prediction problem. The differential equations., region of integra-
tion, and time are made discrete by the introduction of a grid mesh of points.

The. region of integration will be of limi_teci horizontal extent. For sim-
plicity, we wili assume that the grid points in the (x, y)-plane are equally spaced
a distance d apart. The grid points along each vertical will be spaced at unequal
distances, (-Az)i, apart. The density of grid points in the vertical will diminish
with increasing distance above the ground. The time coordinate will be divided
into increments of equal duration; At. We will assume that the region may be
covered by (L + 1) grid points in the x-coordinate, (M + 1) grid points in the
y-coordinate, and K grid points in the z-coordinate. We will use the following

notation to represent a function’s value at a grid point:

51 xex ye o et | V-1)
- (X_Xl’ y_ym’ Z_Zk’ —n)3 . ( )

m,k
where

X, = (1-1)d, 1=1, .., L+l;

Y = (m-1)d, | m =1, ..., M+1;
k

z, = Z (Az), , k=1, , K;

k . i
i=1

tn =7 + (n-1)At, n=1, .., N+1;

and 7 is the time of the initial data measured from some suitable referénce time.
If we wish to refer to the value of a function at some particular, but un-

specified value of x,y, z,or t, we will use a Greek letter in place of a Roman

éymbol. Thus, the value of a function at a particular time step may be denoted

Lv -
by fm,k'
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~18. The Difference Equations

‘The prediction equations for the transition layer will be put into a partially-
implicit difference form. This partially-implicit scheme has the major advantage
of being computationally stabie for relatively large time-step _increments. One
must_pa); for this advantage by solv.ing the set of simultaneous linear equations
which result frorr.;m the difference equations. A simple computer-oriented solution
of these algebraic 'equations may be obtained by the method of Gaussian Elimina-.
tion. Before presenting the difference equations, we discuss the form taken by
the varioﬁs differential terms. |

The time derivative in all the equations is approximated by a forward
difference over an interval, At. We write

f1,n+1 _ f1‘,n
o _ m, k m,k
ot At

(V-2) ?

It is to be noted that computational stability is insured by the partially-implicit
difference scheme for relatively large values of (At) (see subsection 19) , but

. tﬁat in order to insure a good approximate solution, the value chosen for At musf
not be too large.

- The horizontal advection terms are approximated by. the upwind technique
used by Fisher [14] and discussed in Forsyfhe and Wasow [16]. This procedure
is outlined in Appendix II for the various advection quantities. The one-sided
derivative approximation is theoretically of lower-order accuracy than that
.obta'inable with a centered difference appr_oxirﬁation, but from a practical view—I
point the method is in better accord with the concept of advection as a transport
process dependent only upon upstream values of the transported quantity, and
will frequently involve smaller truncation errors.

The diffusion terms and the vertical adveétion terms aré approximated by
centered space derivatives. The mixing coefficients and vertical velocities are
evaluated at the current time step, whereas the quantities being. diffused and
advected are evaluated at the subsequent time step. This procedure introduces
the so-called implicit character into the diffefence equations. The vertical

coordinate index on the mixing coefficients is that of the grid point at the top of
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“the interval for which the coefficient is evaluated.
‘The difference equations approximating the prediction equations are written out
in Appendices III, IV, and V. In order to demonstrate the method of solution of
the difference equations, it is adequate to treat just one equation; the heat trans-
fer equation has<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>